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DESCRIPTION OF THE PROBLEM 

Despite decades of active research on the topic of fatigue cracks in steel bridges [1, 2], this remains 

a common problem [3-5]. With the increasing use of skewed and curved bridges, and the aging 

of the existing population of this bridge type, distortion-induced fatigue in particular is a growing 

problem [6-8]. Similarly, there are ongoing concerns regarding fatigue cracks in fracture critical 

bridge members, which can have disastrous consequences to the infrastructure and public safety. 

One common solution to stop a detected crack is to drill a so-called crack-stop hole at the end of 

a crack. However, the optimum size for this hole has not been entirely certain, as the minimal size 

to ensure a crack is indeed locked was recently reevaluated [9]. Furthermore, detecting fatigue 

cracks can be difficult because of their small size and tendency to develop in locations that are 

difficult to inspect such as gusset plate connections or web gaps [3]. 

 
 

The objective of this research is to evaluate the feasibility to employ quantitative acoustic 

emission (AE) techniques for monitoring of fatigue crack initiation and propagation in steel 

bridge members. 
 

 

Because detecting fatigue cracks can be difficult, methods for stopping fatigue cracks can be 

uncertain, and questions remain in understanding the micromechanics of fatigue crack 

propagation [10]. There is the potential for these situations to be better understood and remedied 

through the application of a promising technique that has been applied for a variety of 

applications: acoustic emission (AE) monitoring [11]. AEs are the result of sudden strain releases 

within a body and directly related to energy release due to fracture processes. The method is thus 

especially well-suited to monitor crack initiation and progression and could provide real-time 

feedback of fracture critical details, for example, on steel bridges. Whereas qualitative AE 

methods have been explored and proposed for steel fatigue crack monitoring [12-20], very few 

attempts have been made to employ quantitative AE methods [21]. Quantitative AE methods 

attempt to explain the source mechanisms employing a sensor network [11]. Most quantitative 

methods are adapted from seismology [22] due to the similar nature, except for scale, of AE and 

earthquakes. Qualitative methods on the other hand aim at establishing statistical relationships 

on a per-sensor basis [11]. With the recent availability of high-fidelity AE sensors, quantitative 

AE analysis methods have finally become a feasible means for monitoring of fracture processes. 
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APPROACH 

The analytical approach is based on quantitative, or signal-based, AE monitoring [11]. The 

method is especially well-suited to monitor crack initiation and progression and can provide 

quantitative real-time feedback of fracture critical details, for example, on steel bridges. For this 

project, an event-based methodology was implemented where AE events are formed first, 

followed by the employment of an algorithm that estimates AE event source location coordinates. 

Ultimately, a moment tensor analysis (MTI) to predict the source mechanism for each event was 

used [23]. 

 
Figure 1. Conceptual illustration of the test setup. 

 

In order to evaluate and implement the proposed analysis techniques, the methodology was first 

evaluated on a steel cylinder using artificially generated AE sources. Subsequently, a series of 

notched fatigue specimens were fabricated, loaded, and tested in the laboratory according to 

ASTM E647 [24], which gives the standard “Mode 1” fatigue loading protocols. Figure 1 shows a 

conceptual illustration of the approach. Three compact tension (CT) specimens manufactured 

from A36 steel, which is applicable to older bridges more susceptible to fatigue, were fabricated. 

A sensor network consisting of ten high-fidelity Glaser/NIST-type AE sensors [25] was deployed 

to capture sudden energy releases, i.e. AE from crack initiation and progression.  
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METHODOLOGY 

Acoustic emission (AE) monitoring 

In order to evaluate the feasibility of AE monitoring for fatigue crack detection, a number of 

algorithms had to be developed first. Subsequently, the required steps to perform quantitative 

AE analyses are described in detail. 

 

Preliminary Laboratory Study 

In order to establish basic data acquisition settings for application on steel structures, a 

preliminary experiment was performed as shown in Figure 2 (a). Nine high-fidelity Glaser/NIST 

point-contact piezoelectric AE sensors (as shown in Figure 2 (b)) were mounted on the surface of 

a steel cylinder (Diameter x height = 6 x 12 inches) and connected to the data acquisition system.  

 

 
 

Figure 2. Preliminary test on a solid steel cylinder: (a) experimental setup, (b) view of high-

fidelity AE sensor, and (c) example AE waveform with labeled p-wave arrival. 

 

p-Wave Arrival Time Picking 

Figure 2 (c) shows a typical signal recorded from one sensor. The input signal for this case was 

created using a modified Glaser/NIST sensor (denoted Pulser 1) that can be actuated by a 

waveform generator using a Morlet-type waveform. As can be observed, the recorded signal 

p–wave arrival 

(a) (b) 

(c) 
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clearly shows the arrival of the first wave mode, the compression, or p-wave. The first step in 

quantitative AE analysis is to pick these p-wave arrivals since they represent the first undisturbed 

piece of information that arrives at a sensor. Subsequent modes such as the shear (s-) wave or the 

surface (R-) wave can be difficult to observe and often contain boundary reflections. An algorithm 

was implemented in MATLAB to (1) pick the p-wave arrivals based on the Akaike Information 

Criterion (AIC) [26] and (2) estimate AE source locations based on Geiger’s method [27]. The p-

wave picker that was developed for this research consists of two iterations of the AIC function as 

illustrated in Figure 3. The minimum value of the second AIC function (purple vertical marker) 

represents the final estimate for the p-wave arrival. The idea of using the AIC criterion has been 

used in the AE community for a few years and shown to perform more accurately and reliably 

compared to other picking schemes [28]. 

 

 
Figure 3. Example of picked p-wave arrival from signal during preliminary tests. The green, 

blue, and purple vertical makers represent initial threshold exceedance-based pick, first p-wave 

arrival estimate using AIC function 1, and final p-wave arrival estimate using second iteration 

(AIC function 2), respectively. 

 

Once all the p-wave arrivals are picked accurately (as illustrated in Figure 3), AE events are 

formed. An event is a group of AE signals that are associated with a common source, i.e. 

depending on the sensor network they must arrive at every sensor within a limited time. Since 

our data acquisition system allows for event-based triggering and recording, events were 

discriminated and stored as such by the data acquisition system. Next, the source origin can be 

estimated using an iterative triangulation scheme. 

Final estimate of p-wave arrival 

AIC function 1 

AIC function 2 



 

11 

 

Estimation of AE Source Locations 

To date, earthquake epicenter locations are estimated in a reliable manner, which works for AE 

as well, using Geiger’s method [27]. An example of an AE event, which is a collection of AE 

signals that arrive within a certain time window and can therefore be associated with a physical 

cause, is illustrated in Figure 4. When the source location is known, such as in the case of a pencil 

lead break, the p-wave velocity can be estimated easily using the distance between the source and 

the sensors and the arrival times of the p-wave. As can be seen in Figure 4, the calculated value is 

approximately 5800 m/s, which would be expected for regular structural steel. 

 

 
 

Figure 4. Example of recorded AE signals from steel cylinder. The x-axis shows time and the y-

axis the calculated distance from the source each of the sensors. The red line is a linear curve 

fitted through the arrival times of the p-wave such that the slope represents the p–wave velocity. 

 

Geiger’s source location method [27] requires at least four signals to estimate three-dimensional 

source locations: three spatial coordinates and the event time. A detailed description of this source 

location scheme as well as a few derivatives can be found in Ge’s paper [29]. The fundamental 

assumptions are that the medium is elastic, heterogeneous, and isotropic. The governing equation 

used in Geiger’s method is the so-called arrival time function: 

 

p–Wave velocity = 5771 m/s 
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    
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2 2 2

0 0 0

0 0 0 0 0, , ,
i i i

i i

p

x x y y z z
f x f x y z t t

c

    
     (Eq. 1) 

 

The subscript ‘i’ denotes the index of the AE sensor deployed in the network where xi, yi, zi 

represent the spatial coordinates and ti is the p-wave arrival time. t0 denotes the source event time 

(time at which the elastic wave, or AE, initiated), and x0, y0, z0 represent the spatial coordinates of 

the source. The travel paths between source and sensors are assumed to be straight, having a p-

wave velocity, cp. In all source location estimations, a p-wave velocity of 5800 m/s was used. The 

goal of the method is to minimize the residuals, r between calculated, subscript ‘c’ and observed, 

subscript ‘o’ arrival time at each sensor: 

 

  , ,mini i o i cr t t    (Eq. 2) 

 

This is done by solving this inverse non-linear problem iteratively. Starting from a trial solution, 

a first set of source coordinates is calculated using Equation 1. The arrival times calculated for all 

sensor locations are then compared to the observed arrival times and sensor residuals are 

computed according to Equation 2. A correction vector is then computed based on the first 

derivatives of the linearized arrival time function (Equation 2) using a least squares approach and 

added to the calculated source location parameters [29]. The process is repeated until a predefined 

stopping criterion is fulfilled. This iterative algorithm was implemented in MATLAB and was 

applied to all the AE events in our experiments. 

 

Uncertainties in the actual p-wave speed, travel paths in cracked heterogeneous and anisotropic 

materials, and the errors in the picking of the arrival times from the AE signals introduce errors 

in the results [30]. If more than five AE signals are available, the system of equations is over-

determined (five or more equations and only four unknowns) and the covariance matrix of the 

solution using the least-squares method can be computed. The principal standard deviations, 1, 

2, 3, along with their direction cosines can then be obtained by simply solving for the 

eigenvalues and eigenvectors of the covariance matrix. These standard deviations are a measure 

of inconsistency in the observed arrival times and not the absolute error associated with a certain 

location result. For example, systematically delayed arrival times would remain unrevealed [31]. 

An example of how the source locations can be visualized is given in Figure 5. Results are 

visualized using the mean solution and the calculated principal standard deviations shown in 

red, blue, and green. The mean solution lies at the intersection of these lines. The size of the 

ellipsoids is a direct measure of the variance in the solution, i.e. the smaller the ellipsoid the more 

consistent the solution. For sources where the origin is known, for example from pencil lead 

breaks applied to the surface, the prediction error,  can be calculated. 
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Figure 5. Example of results obtained from source location algorithm (Specimen 1). The source 

was pencil lead breaks that were applied at each sensor location (denoted S1 through S10) on 

the opposite face of the steel plate. 

 

In order to establish the location accuracy, pencil lead breaks were performed on both Specimen 

1 and 2 at a few selected locations. Table 1 shows a summary of actual and predicted locations as 

well as the calculated errors, . Two error calculations were made: the first one including all 

coordinates (x-y-z) and the second one only two (x-z). The reason being that a sensor array on a 

plate-like specimen will inevitably be very sensitive for errors in the direction of the smallest 

specimen dimension, i.e. the specimen thickness, or y-coordinate. It can be observed that the 

errors in the y-direction are indeed much larger. An option could be to constrain the location 

results in the y-direction since the physical boundaries of the plate are known. This was not 

pursued at this point but will be looked at in the future. The errors are typically below 0.4 in., 

with a few outliers, which is reasonable given shape and size of the specimens. 
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Table 1. Evaluation of location accuracy using pencil lead breaks. 

Specimen 1 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

Pencil lead 
break 
coordinate 

x (in.) 2.00 4.00 5.00 4.50 2.50 2.50 0.50 0.50 4.00 2.50 

y (in.) 0.50 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

z (in.) 1.00 7.00 3.50 1.50 5.50 8.50 4.00 8.00 0.50 9.13 

Estimated 
location 

x (in.) - 4.19 5.00 4.58 2.48 2.55 - 0.73 3.86 2.11 

y (in.) - 0.36 0.28 0.11 0.28 0.19 - 0.85 0.08 0.47 

z (in.) - 7.23 3.39 1.19 5.68 8.32 - 8.13 0.67 9.36 

Error,  (in.)  x-y-z - 0.33 0.25 0.39 0.33 0.27 - 0.89 0.23 0.65 

Error,  (in.)  x-z - 0.30 0.11 0.32 0.18 0.19 0.26 0.22 0.46 - 

Specimen 2 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

Pencil lead 
break 
coordinate 

x (in.) 2.31 5.31 2.31 3.31 0.00 - - 2.31 2.31 3.31 

y (in.) 0.00 0.00 0.00 0.00 0.25 - - 0.50 0.50 0.50 

z (in.) 1.81 4.18 4.81 5.81 1.81 - - 1.81 4.81 4.81 

Estimated 
location 

x (in.) 2.19 5.49 2.28 3.2. -0.05 - - 2.09 2.18 3.38 

y (in.) 0.71 0.07 -0.72 0.14 -0.24 - - 0.02 -0.76 0.13 

z (in.) 1.64 4.89 4.82 5.88 1.63 - - 1.60 4.83 4.94 

Error,  (in.)  x-y-z 0.74 0.73 0.72 0.19 0.53 - - 0.57 1.27 0.40 

Error,  (in.)  x-z 0.21 0.73 0.03 0.13 0.19 - - 0.31 0.13 0.14 

 

Figure 6 shows an example of an AE event due to a pencil lead break with all individual signals 

recorded at each sensor. 

 

 
Figure 6. Example signals from a pencil lead break. 

 

The last and final step in quantitative AE analysis is the moment tensor inversion (MTI). In this 

study, a tool box developed to investigate mining-induced seismicity was adapted and employed 

to characterize the nature of AE events [23]. The inputs needed to perform an MTI computation 

are (1) source location, (2) p-wave amplitudes, and (3) the elastic Green’s Functions, which 

describe the wave propagation in the medium (also see Chapter Experimental Setup, Section 

Acoustic Emission Monitoring). The idea of a moment tensor is that a point source can be 
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represented by a set of 9 force couples. Due to symmetry, the off-diagonal terms of the moment 

tensor are the same, which reduces the number of independent terms to 6. This means that at 

least 6 AE signals need to be recorded in order to perform a MTI. In order to obtain stable and 

reliable results, and in the presence of noise, it is often required to have a higher number of 

signals. In our tests we typically use at least 8 sensors and we can employ up to 14. Figure 7 

illustrates the moment tensor representation. Also shown are two examples of sources: (a) pure 

explosion (all off-diagonal terms are zero) and (b) pure shear (only two off-diagonal terms non-

zero, e.g. 12 and 21). Pure tensile rupture would theoretically produce a pure explosion source 

and a shear source could be theoretically caused by slip or friction between two interfaces.  

 

 
 

Figure 7. Illustration of the concept of a moment tensor and example sources. 

 

The toolbox offers great flexibility and has the option to process data in several ways as 

summarized in Table 2. We were only able to use an absolute MTI approach since the other two 

require the availability of groups (or clusters) of events. A detailed description of the MTI toolbox 

along with an evaluation of the method applied to civil engineering materials can be found in 

[32]. 

 

  

(a) 

(b) 

11 12 13 

21 22 23 

31 32

 
 31 

33

 
 31 
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Table 2. Overview of MTI approaches available in toolbox (Source: [32]). 

 Strengths Limitations 

Absolute 
MTI 
approach 

 Applied in single or sparse event 
situations 

 

 Difficult to apply in non-
homogeneous environments 

 Tedious evaluation of the Green’s 
functions for every AE event 

 Requires a dense network of AE 
sensors 

 Sensitive to noise 

Relative MTI 
approach 

 Green’s Functions can be estimated 
from a reference event, either 
empirically or theoretically 

 In special cases, the Green’s 
functions can be eliminated 
analytically (no need to evaluate 
them) 

 Applied to clusters of AE events 

 Requires a cluster of events, 
i.e. cannot be applied in single 
event situations 

 Events in the cluster must 
have different radiation 
patterns 

 Extremely sensitive to noise if 
source mechanisms of the cluster 
events are very similar 

Hybrid MTI 
approach 

 Capitalize on the strengths of both 
the Absolute and Relative MTI 
methods 

 Compensate for different types of 
systematic errors in the AE 
waveforms  

 Achieve accurate and robust 
measure of the Moment Tensor 

 Require the evaluation of the 
Green’s functions 

 
 

 

In practicality it is expected that most AE sources will have an isotropic as well as mixed-mode 

components. This can be explained by the fact that steel fatigue cracks have some variability and 

do not produce a straight line. The solution of an MTI is typically represented by a stereograph, 

often referred to as beachball, which is the representation geoscientists use to visualize seismic 

events. Figure 8 illustrates the most common fracture types and their stereographic 

representation. 
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Figure 8. Stereographic representations of MTI solution (Source: [33]). 

 

 

Design of Test Specimens 

Three test specimens were fabricated from A36 structural steel and followed the ASTM E647 

Standard. Due to the type of testing machine available, the compact tension (CT) specimen was 

selected with parameters W = 8.0 in. and milled to a thickness B = 0.5 in. The thickness, B = 0.5 in. 

was selected to be within the recommended range: 

 

       
8 in. 8 in.

0.4 in. 0.5 in. 2.0 in.
20 4 20 4

W W
B  (Eq. 3) 

 

Specimen dimensions along with a photo are shown in Figure 9. 

 



 

18 

 

 
Figure 9. Design of test specimens: (a) Overall dimensions, (b) notch detail, and (c) photo of 

fabricated specimen. All dimensions in (inches). 

 

Three 0.5 inch diameter circular dog bone-type coupons were fabricated and tested in tension 

according to ASTM A370 [34] to failure to determine actual material properties of the steel used 

in the CT specimens. The properties are summarized in Table 3. 

 

Table 3. Material properties for test specimens. 

 Yield stress 

at 0.2% 

Ultimate 

stress 

Fracture 

strain 

Modulus of 

Elasticity 

Coupon 1 51.8 ksi 76.0 ksi 27.0% 30,500 ksi 

Coupon 2 55.6 ksi 76.1 ksi 29.9% 35,500 ksi 

Coupon 3 50.6 ksi 74.4 ksi 24.4% 28,500 ksi 

Mean 53.1 ksi 75.5 ksi 27.1% 31,500 ksi 

C.o.V. 6.66% 1.26% 10.2% 11.5% 

 

The estimation of fracture toughness parameters to determine the required stress levels for 

fatigue loading is presented in Section Loading Protocols. 
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Experimental Setup 

Testing Machine and Conventional Sensors 

For all experiments a 200 kip capacity Tinius Olsen hydraulic universal testing machine was used. 

Figure 10 shows the testing machine with the high-strength clevises designed for this project. The 

clevises were connected to the universal testing machine via 1 inch diameter Grade 8 threaded 

rods and prestressed to a level of 35 kips in order to keep extensions during the test to a minimum. 

A 1 inch range potentiometer was mounted to the edge near the notch opening in order to 

measure displacements across the notch. 

 

 
Figure 10. Universal testing machine with high-strength clevises and CT specimen during 

testing. The insert shows the potentiometer used to measure notch opening displacement. 

 

The Tinius Olsen universal testing machine is programmable via a connected computer and the 

loading protocols are described in detail in Section Loading Protocols. 

 

Acoustic Emission Monitoring 

The components required to collect AE data along with key characteristics of the measurement 

system are summarized in Table 4. The AE measurement process can be described in 

mathematical form as a series of transmission functions convolved with the source signal: 

 

          M S RR t S t TF t TF t TF t     (Eq. 4) 
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where R(t) is the recorded signal, S(t) the AE source signal, TFM(t) the elastic Greens’ Functions 

which describe the wave propagation (and theoretically need to include inhomogeneities and 

isotropic behavior) of the medium, TFS(t) the sensor response characteristics, and TFR(t) the 

characteristics of the data acquisition system (e.g. used filters, response characteristics of 

amplifiers, etc.) [35]. Components with a flat frequency response (= high-fidelity devices) can be 

neglected, i.e. there transmission functions can be set to a constant of 1. In summary, this 

relationship highlights the need to carefully consider each component of the measurement 

process and how it affects the actual AE source signal. In other words, what is displayed on the 

screen may only remotely reflect the actual source characteristics. 

 

Table 4. Components and key characteristics of AE data acquisition system. 

Element Key Characteristics  

Glaser/NIST sensors, KRN Services, Inc. 

 Point-contact sensor 

 Conical piezoelectric crystal with built-in JFET 

 High-fidelity broad-band response 

 High sensitivity 

Pre-amplifiers, KRN Services, Inc. 

 Wide-band amplification (up to 2MHz) 

 Input noise less than 10 mV 

 Output voltage up to 22 V 

Analog filters, Krohn-Hite Corp. 
 15 channels 

 20 kHz high-pass 8-pole Butterworth filter 

Data Acquisition System, Elsys 

Instruments, LLC 

 16 channels with 14-bit @ 40 MHz/16-bit @ 5 MHz 

 Up to 128 MS acquisition memory per channel  

 Flexible parallel triggering mode using all channels for 

event-based recording  

 LAN Ethernet connection  

Personal Computer, Dell Corp. 

 Windows 7 Enterprise  

 Intell® CoreTM i7 CPU 2.93 GHz Processor 

 8 GB RAM 

 

Typical AE sensors work based on the piezo-electric effect, i.e. when a piezo-electric material is 

deformed it produces an output voltage proportional to the experienced deformation. Most 

commonly, lead zirconium titanate (PZT) is used for the sensing element. For all our experiments 

we used Glaser/NIST sensors. These can be absolutely calibrated [25] and shown to have a 

relatively flat response (within 3 dB) over a frequency response from 20 kHz to 1 MHz with 

respect to displacement. Figure 11 shows the sensor and its basic response characteristics. These 

sensors were selected specifically because of their high-fidelity response characteristics which 

would ensure that quantitative procedures such as moment tensor inversion (MTI), which rely 

on unbiased measurements, would be applicable. 
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Figure 11. The Glaser/NIST point-contact sensor: (a) Photo of the sensor connected to cable, (b) 

typical time-history response, and (c) typical spectral response obtained from the fracture of a 

radially loaded glass capillary tube (Data provided by KRN Services, Inc.). 

 

Figure 12 shows an example of the deployed AE sensor network. For Specimen 0, only two 

sensors were deployed (see Figure 9) as the goal for this preliminary test was to establish data 

acquisition parameters and evaluate the basic response of the specimen. Basic parameters 

determined include trigger criteria and waveform duration and found to be ± 0.1 V and 0.5 ms, 

respectively. On Specimens 1 and 2, sensor networks consisting of 10 sensors were deployed and 

their locations are listed in Table 5. The orientation of the coordinate system is shown in Figure 

12. 
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Figure 12. Back (left photo) and front (right photo) side of Specimen 1 with AE sensor network. 

The white arrows depict the coordinate system used for the sensors. 

 

Table 5. Sensor locations for Specimens 1 and 2. 

Specimen 1 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

x (in) 2.00 4.00 5.00 4.50 2.50 2.50 0.00 0.00 4.00 2.50 

y (in) 0.00 0.00 0.00 0.50 0.50 0.50 0.25 0.25 0.25 0.25 

z (in) 1.00 7.00 3.50 1.50 5.50 8.50 4.00 8.00 0.00 9.63 

Specimen 2 S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 

x (in) 4.31 5.31 2.31 3.33 4.31 4.31 0.00 2.31 5.31 4.31 

y (in) 0.00 0.00 0.00 0.50 0.50 0.50 0.25 0.25 0.25 0.25 

z (in) 3.81 5.81 7.81 3.83 3.81 1.81 4.81 9.63 9.63 0.00 

 

Figure 13 shows the data acquisition system and pre-amplifiers used for all experiments. Pre-

amplifiers are used to intensify the small voltage outputs generated by the AE sensors. 20 kHz 

analog high-pass filters (hardware not shown) were employed to suppress low frequency events 

that could potentially be generated by the test setup. The high-speed data acquisition system 

digitizes the amplified and filtered signals and stores the waveform data. One specialty of an AE 

data acquisition system is that it offers event-based recording where several sensors record 

simultaneously when a pre-defined trigger criteria is fulfilled. The analysis of the signals (and 

events) was performed using a standard Windows PC and the technical computing software 

MATLAB. 
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Figure 13. Data acquisition (bottom box) with 12 and 4 channel pre-amplifiers (middle and top 

boxes, respectively). 

 

 

Loading Protocols 

Preliminary test: Specimen 0 

This specimen was loaded in tension until failure in one step. The objective of this preliminary 

test was to evaluate the design of the test setup, including the performance of the clevises, and to 

establish parameters for the recording of AE data. In order to keep the test simple, only two AE 

sensors were mounted, just below where a crack was expected to propagate, one on each side of 

the specimen. Pencil lead breaks were performed on the surface of the specimen prior to the test 

to ensure the sensors are coupled properly and show similar amplitude response. Figure 14 

illustrates the test setup. 
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Figure 14. Specimen 0 prior to test, pencil lead breaks applied to verify sensor response. 

 

The specimen was loaded to a total tension load of 60 kip over a period of 2500 s. The actual load-

displacement curve as well as the measured AE event rate are presented in discussed in Chapter 

Findings, Section Specimen 0. 

 

Specimen 1 and 2 

The loading protocols for the fatigue testing were based on two primary constraints. The first of 

these was adherence to ASTM E647 [24], which details the standard test method for the 

measurement of fatigue crack growth rates. This is desirable to ensure that fatigue cracking 

initiates and propagates in a controlled manner which can be reproduced in later work. The 

second of these were the laboratory constraints and logistics of performing the fatigue testing. 

Specifically, due to the significant number of cycles and thus relatively long duration needed for 

fatigue testing, it was desirable to minimize this time to a reasonable extent (such that active 

testing time for each specimen was less than 2 weeks at the 0.25 Hz maximum frequency of the 

equipment available at the time).   
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Given these constraints, the primary loading protocols to be determined where minimum and 

maximum loadings (which taken together give the loading range P), the loading rate, and the 

number of expected cycles. The starting point for selecting values for these parameters was 

Equation 5, which can be expanded to Equation 6 [36]: 

 

  mIKC
dN

da
  (Eq. 5) 

 

 𝑵 =  ∫
𝒅𝒂

𝑪 [ 
∆𝑷 (𝟐+𝜶)(𝟎.𝟖𝟖𝟔+𝟒.𝟔𝟒𝜶−𝟏𝟑.𝟑𝟐𝜶𝟐+𝟏𝟒.𝟕𝜶𝟑−𝟓.𝟔 𝜶𝟒 )

𝑪
 ]𝒎

𝒂𝒇

𝑬𝑰𝑭𝑺
 (Eq. 6) 

 

In Equation 5,  
𝑑𝑎

𝑑𝑁
= crack growth rate  while C and m are the Paris coefficients, which are 

tabulated for different steels including A36 steel which is used in this research on Page 239 of 

[37], and KI is the stress intensity range. In Equation 6, EIFS = equivalent flow size, af = final crack 

length, ΔP = Pmax – Pmin = load amplitude, B = specimen thickness, W = specimen width, a = crack 

length, and =  
𝑎

𝑊
 .  

 

Equations 5 and 6 show that the stress intensity (KI) is directly related to crack length and loading. 

Equation 7 specifically defines this relationship for the compact tension (CT) specimens used in 

this work [13, 36, 38, 39]: 

 

 𝑲𝑰 =  
𝑷

𝑩𝑾𝟏/𝟐  
𝟐+𝜶

(𝟏−𝜶)𝟑/𝟐  (𝟎. 𝟖𝟖𝟔 + 𝟒. 𝟔𝟒𝜶 − 𝟏𝟑. 𝟑𝟐𝜶𝟐 + 𝟏𝟒. 𝟕𝜶𝟑 − 𝟓. 𝟔 𝜶𝟒 ) (Eq. 7) 

 

In Equation 7, P = applied load, B = thickness of the specimen, W = specimen width, and α = a/W. 

Thus, only the loading and the crack length are influential variables affecting stress intensity for 

the fixed specimen geometry. Figure 15 plots this relationship between crack length and stress 

intensity for the CT specimens used in this work when subjected to different loading ranges. This 

data is viewed relative to the assumed fracture toughness of the specimens, which was 110 MPa

m , a value within the range of values possible for the A36 steel from which these specimens 

are fabricated. The first crack will theoretically occur when KI reaches the fracture toughness (or 

when KI reaches KIC). Figure 15 shows that 28 kips is the maximum loading that can be used that 

allows the fracture toughness to intersect with the stress intensity predicted by Equation 7.  Thus, 

28 kips was selected as the targeted Pmax, and was typically used as shown by Table 6, which 

details the loading protocol used for Specimen 1. Specimen 2 followed a similar loading protocol, 

but Pmax as high as 35 kips was used at the latter stages of testing this specimen. 
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Figure 15. Relationship between crack length and stress intensity. 

 

Figure 15 also provides a basis for evaluating the extent to which the loading protocols produced 

a response consistent with theoretical expectations. Specifically, again taking the assumed 

fracture toughness of 110 MPa m , a final crack length can be predicted as 50.2 mm. This value 

can be compared to the actual crack length observed during the testing, which is composed of 

three distinct regions. The initial crack has a length of 40 mm. Figure 16 then shows two distinct 

regions of crack growth measured using a microscope: (1) a slower and smoother crack growth 

region labeled as PL0 with a length of 2.45 mm and (2) a faster and rougher crack growth region 

labeled as PL1 with a length of 8.91 mm. Thus, the total experimentally determined crack length 

is 51.4 mm, a value only 2% greater than the theoretical prediction for the assumed fracture 

toughness. These regions of differing crack growth rates also evidenced by and in close 

correlation with the data shown in Figure 17, where it is shown that the crack growth rate 

dramatically increases after the crack length reaches 43 mm, which corresponds to the boundary 

between PL0 and PL1 at 42.4 mm in Figure 16.   

 

  



 

27 

 

Table 6. Loading history of Specimen 1. 
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Figure 16. Specimen 1 crack length measurements from microscope. 

 

 
Figure 17. Crack growth rates observed in Specimen 1. 

 



 

29 

 

With the peak loading determined, the loading range was the next parameter of interest. Equation 

6 shows that this is a primary variable affecting the number of cycles that would be required to 

produce failure, where it was desirable to minimize this number such that each test could be 

conducted in one week. However, in order to solve Equation 6, a value of EIFS must be known. 

One way of determining EIFS is through Equation 8:  

 

 ∆𝑲𝒕𝒉 =  
∆𝑷𝒇

𝑩𝑾𝟏/𝟐  
𝟐+𝜶

(𝟏−𝜶)𝟑/𝟐  (𝟎. 𝟖𝟖𝟔 + 𝟒. 𝟔𝟒𝜶 − 𝟏𝟑. 𝟑𝟐𝜶𝟐 + 𝟏𝟒. 𝟕𝜶𝟑 − 𝟓. 𝟔 𝜶𝟒 ) (Eq. 8) 

 

Here, ΔKth = threshold cyclic stress intensity factor, ΔPf = load limit corresponding to fatigue limit, 

𝛼 =  
𝑎𝑖+𝐸𝐼𝐹𝑆

𝑊
, and ai = initial crack length (length of the notch). ΔKth and ΔPf are materials properties 

[38]. Thus EIFS is also is also a material property and should be identical for all specimens made 

of same material. As a result, Kth can be approximated using Equation 9,  

 

  ∆𝑲𝒕𝒉 =  𝟓. 𝟓 𝝈𝒚𝒔√𝒍̅  (Eq. 9) 

 

where σys = yield strength of steel and l = grain size of steel [40]. Ziegler et. al. [41] found that ΔKth 

of ASTM A36 steel (σys = 60ksi and E = 29,000 ksi) is 3.4 MPa√𝑚 for R = 0.6 and 6.4 MPa√𝑚 for R 

= 0.1, where R is the ratio between the minimum and maximum applied loads. Since Kth cannot 

be directly calculated from Equation 8 or 9 from the available known quantities, Ziegler et al.’s 

ΔKth of 3.4 MPa√𝑚 for the larger stress range of R = 0.6 was used along with ΔPf = 3.0 kips to 

obtain an EIFS value of 0.449 mm (0.0176 inch). ΔPf = 3.0 kips was selected based on the criteria 

for this variable that it should result in N from Equation 6 approaching infinity, or equating to 

approximately 5 million cycles. 

 

With EIFS known, Equation 6 can be used to calculate N, which results in 3.5E6 and 6.5E6 for ΔP 

= 10 kips and 8 kips, respectively. As a result, ΔP = 10 kips was selected as the preferred loading 

range as this would result in the ability to complete each test within one week with the 0.25 Hz 

capability of the available testing equipment, which was generally maximized during the testing 

as shown in Table 6.   

 

Crack lengths were measured using a hand-held USB microscope as illustrated by Figure 15. The 

same microscope was used to obtain Fig. 18 and to create the data previously shown in Table 6.  

An alternative method is to use the crack mouth opening displacement using Equations 10 and 

11: 

  

 
𝒂

𝑾
= 𝟏. 𝟎𝟎𝟐 − 𝟒. 𝟎𝟔𝟑𝑼𝒙 + 𝟏𝟏. 𝟐 𝑼𝒙

𝟐 − 𝟏𝟎𝟔. 𝟎𝟒 𝟏𝟏. 𝟐 𝑼𝒙
𝟑 + 𝟒𝟔𝟒 𝑼𝒙

𝟒 − 𝟔𝟓𝟎. 𝟔𝟔 𝑼𝒙
𝟓 (Eq. 10) 
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 𝑼 = ((
𝑬𝑽𝑩

𝑷
)

𝟏

𝟐
+ 𝟏)−𝟏  𝒘𝒉𝒆𝒓𝒆 𝟎. 𝟐 ≤

𝒂

𝑾
 ≥ 𝟎. 𝟗𝟕𝟓 (Eq. 11) 

 

where U = Crack mouth opening displacement, P = applied load, and E = Young's modulus of 

elasticity. A view of the specimen at the completion of testing is shown in Figure 19. 

  

 
Figure 18. Crack length measurement. 
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Figure 19. Specimen after fracture had occurred, at conclusion of testing. 

 

Figure 20 shows an example of the fatigue loading during testing of Specimen 1. It can be 

observed that the target high and low load values are not constant over time. This can be 

attributed to the testing machine which was not ideally suited for this type of testing. Although 

less than ideal, the objective of the research, to evaluate a monitoring methodology, could still be 

achieved. 
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Figure 20. Example of fatigue load data from Specimen 1. 
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FINDINGS 

In this chapter, experimental results are presented and discussed with a focus on AE. 

 

Specimen 0 

 
Figure 21. Collected test data: (a) Applied tension load vs. time, (b) notch opening displacement 

vs. time, and (c) cumulative AE events vs. time. 
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As can be observed from the cumulative AE events, Figure 21 (c), the rate of AE events is 

approximately constant. This test was discontinued at a load of 60 kips in order to avoid sudden 

fracture of the plate. Although there was no fatigue crack observed, many AE events were 

recorded. These could have two reasons: (1) noise from the experimental setup or (2) AE released 

from steel yield. The noise from the setup seems difficult to explain as there is no cyclic loading, 

which could come from friction between pins and specimen. The second explanation is yield from 

the crack tip. However, yield onset occurred at an applied tension force of approximately 50 kips 

(Figure 21 (a), (b)). Most likely, the AE events come from vibrations in the hydraulic system of 

the testing machine. 

 

 

Specimens 1 and 2 

Table 6 in Chapter Methodology, Section Loading Protocols gives a summary of the performed 

fatigue test on Specimen 1. For the first 7 cycle sets, only two AE sensors were employed, in order 

to determine data acquisition parameters under a fatigue-type loading. Crack growth 

measurements were taken using a digital microscope after each set of cycles and a set of examples 

is illustrated in Figure 22. 
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Figure 22. Examples of observed crack growth for Specimen 1: (a) After 10,550 cycles, (b) after 

25,500 cycles, (c) after 28,500 cycles, and (d) after fracture had occurred, i.e. 30,950 cycles. 

 

Similarly, Specimen 2 was tested and crack growth measured. The following sections present and 

discuss the recorded AE data. The following terminology is used in Tables 7 and 8: 

 Total events: Total AE events recorded by data acquisition system. The threshold levels to 

trigger recording was set to ± 0.1 V. As soon as one of the channel in the network exceeds 

the threshold, all channels start recording and the event is stored. 

 Real events: These were selected manually by going through all events and discard the 

ones that appeared to be noise. These typically consist of constant incoherent noise with 

no distinct p-wave arrival and subsequent exponential amplitude decay. 

 Located events: The location of all real events was estimated but the ones that were 

outside of the physical boundaries of the specimen were discarded. In order to allow for 

some error in the prediction a volume of 2 inches around the physical boundary of the 

specimen was still considered part of the specimen. 
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 Selected MTI events: A small number of located events were selected and their MTI 

solution computed. The selection was subjective to include events from different regions 

such as the crack tip and the pins. The full solutions including detailed stereographs are 

included in the appendices. 

 

AE Results Specimen 1 

As explained earlier, loading Sets 1 through 7 only had two sensors and the data was not further 

evaluated because it is not possible to perform a quantitative analysis (i.e. source locations, MTI) 

without a greater number of sensors. Table 7 summarizes the AE event data collected for the rest 

of the sets. It can be observed that, with increasingly more stringent requirements, the number of 

events decreases. This further highlights the danger of using qualitative AE techniques that do 

not aim at directly estimating the origin and nature of an AE signal. 

 

Table 7. Summary of recorded AE events for Specimen 1. 

Specimen 1 Set 8 Set 9 Set 10 Set 11 Set 12 Set 13 Set 14 Set 15 Set 16 Set 17 

Total events 699 231 99 82 223 284 566 904 617 273 

Real events 122 25 4 2 9 11 20 39 39 1 

Located 
events 

5 0 0 0 0 0 0 0 1 0 

Selected MTI 
events 

2 0 0 0 0 0 0 0 1 0 

 

As can be seen in Figure 23, the majority of locatable events did not actually come from within 

proximity of the fatigue crack. However, they do seem to originate from the pins where the loads 

are applied. This highlights the need to evaluate a different test specimen geometry, which will 

be done in the future. Three events were selected for further computing the moment tensor 

solutions. 

 

The selected events that were analyzed with the MTI toolbox are presented with colored 

stereographs. Events 184 in particular is of mixed-mode-type which corresponds to a crack-like 

behavior. However, the solution indicates that it is a closing crack which is difficult to explain. 

All of the events for Specimen 1 seem to be of implosive (or compression) type. It becomes clear 

that it is somewhat difficult to judge MTI solutions in isolation. All details of these solutions 

including error estimates can be found in Appendix A. 
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Figure 23. Estimated source locations and MTI beachball solutions for all sets of Specimen 1. 

 

AE Results Specimen 2 

Similarly to Specimen 1, the number of events drop significantly when the stringent requirements 

to locate or compute an MTI are desired. A summary of all events from Specimen 2 is shown in 

Table 8. Note that Set 11 has been omitted because the data acquisition did not record due to an 

error. 

Table 8. Summary of recorded AE events for Specimen 1. 

Specimen 1 Set 1 Set 2 Set 3 Set 4 Set 5 Set 6 Set 7 Set 8 Set 9 Set 10 

Total events 66 124 1023 0 116 3 314 4 85 42 

Real events 15 2 246 0 8 0 47 2 7 0 

Located 
events 

2 0 53 0 1 0 1 1 0 0 

Selected MTI 
events 

1 0 0 0 1 0 0 0 0 0 

 Set 12 Set 13         

Total events 1032 432         

Real events 0 0         

Located 
events 

0 0         

Selected MTI 
events 

0 0         

 



 

38 

 

For Specimen 2, a few events were predicted to originate from the crack tip. Figure 24 shows all 

located events except the ones for Set 3 (these are presented and discussed in Figure 25). In 

particular, Event 25 was located with very little uncertainty and the MTI solution indicates that 

it is a tension-type crack that caused it. Although Event 4 has more uncertainty in its location, it 

still gives a reasonable MTI solution that can be explained by the crack. All details of these 

solutions including error estimates can be found in Appendix B. 

 

 
Figure 24. Estimated source locations and MTI beachball solutions for all sets (except Set 3) for 

Specimen 2. 

 

In Set 3, a large number of AE events were recorded, as presented in Table 8. Figure 25 shows the 

events that were locatable for Set 3. All of these seem to originate from the lower load application 

pin which could mean that something got stuck between the clevis and the specimen.  
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Figure 25. Estimated source locations for set 3 of Specimen 2. 

 

 

Summary 

Although a large number of AE events were recorded for any given set of fatigue cycles, only a 

few were of high enough quality to be suitable for source location estimation. From these, five 

were selected and processed using the MTI toolbox where an absolute MTI was performed. Since 

only very few AE events were locatable, it is very difficult to judge whether the MTI solutions are 

feasible. However, for the two events from Specimen 2, the MTI solutions correspond with the 

theoretically expected and observed behavior and seemed to explain the physics of the crack.  

 

One measure of relative error that is available from the solution is the so-called condition number, 

. The higher the number, the higher the likelihood that the solution of the system of equations 

will give satisfactory results [23]. Unfortunately, all of the inverted solutions have relatively high 

condition numbers, i.e. >> 100. 

 

From the experimental observations it is clear that noise played a major role and interfered 

significantly with the acquisition of AE events of interest. This can be addressed in the future, but 

requires designing a different setup and a utilizing a better suited testing machine. 
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CONCLUSIONS 

A quantitative methodology based on moment tensor inversion (MTI) was implemented and 

applied to AE data collected during fatigue testing of two compact tension (CT) Grade A36 steel 

specimens. The design of the specimens as well as the test procedure followed ASTM E647 

specifications [24]. The following can be concluded from the tests: 

 It was possible to record a large number of AE events. However, without the ability to locate, 

it remains difficult if not impossible to assess whether the signals are of interest or not.  

 AE source location estimates were possible for a few events but many originated from regions 

other than the fatigue crack, with many outside of the physical boundaries of the specimen.  

 Moment tensor inversion was possible for a few selected events and, for Specimen 2, 

produced reasonable predictions of the source mechanisms. 

 Noise from the test setup was perhaps the single greatest challenge. One of the problems is 

that the small size of the compact tension (CT) specimen causes the load application points to 

be too close to the sensor network. 

 The testing machine used is not well suited for this purpose, i.e. sine-type loading is not 

possible and there was a lot of noise in the load signal. 

 In the field it may be even more challenging or impossible to control noise and it remains to 

be seen how quantitative AE monitoring would perform in such an environment. 

 

RECOMMENDATIONS 

At this point, it is difficult to estimate whether quantitative AE analyses are feasible for 

monitoring of fatigue cracks in steel bridges. The problem of noise is, after all, not only a challenge 

in the laboratory, but often impossible to avoid in the field. Although we were not able to collect 

a significant amount of data suitable for MTI, a number of selected events produced results that 

seemed to explain the physics. 

 

On the methodology side, there are several things that could be improved. First, the arrangement 

of the sensors could be adjusted so that the sensors are closer to the expected crack. This would 

also optimize the aspect ratio of the network. Secondly, the location coordinates in the y-direction 

could be constrained when the source location is estimated to reflect the actual specimen 

boundaries. Finally, the specimen dimensions should be changed. For the next set of tests, we 

propose the use of the tall specimen per ASTM E647 [24]. A completely new fatigue setup for a 

different research project is currently underway and we hope to take advantage of the knowledge 

gained in this research to conduct another set of tests. Once this second set of tests is performed 

on the tall specimen, the feasibility can be better assessed. We hope to continue to capitalize on 

synergistic research projects to fully complete this research. 
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